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• Government experience
• Cage Code: 70GV3 and Small Business
• DARPA HR00112190013: Fine-Grained Knowledge 

Delivery in Communities of Practice (Seedling)
• DARPA BAA HR001121S0034: Knowledge 

Management at Scale and Speed (SRI Prime 
Contractor)

• IARPA BAA W911NF-23-S-0007 REASON Proposer

• Relevant capabilities
• Experience applying SOTA ML techniques to 

information management and discovery
• Extensive generative AI R&D
• Experience deploying LLMs in security-sensitive 

contexts
• Advanced document processing

▪ Contact information
▪ Becky Thomas, bthomas@i2kconnect.com

mailto:bthomas@i2kconnect.com
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Industry-Specific Use Cases
CVX utilizes i2k Connect for analyzing upstream unstructured content to auto-classify, 
tag, and enrich metadata for ingestion into SharePoint.  Originally, Noble Energy use case 
AI analysis of entire unstructured content upstream of content or asset classification and 
D&A purposes.

SLB has OEM'd i2k Connect to provide AI automated classifications against 18 
taxonomies to provide insights to their clients within the DELFI cognitive E&P Platform.

Society of Petroleum Engineers.  Conducted LLM research associated with industry 
domain evaluating available LLM options to determine viability, accuracy, training, fine-
tuning. Membership tested. i2k Connect powers the Research Portal, which enables 
research across all SPE, SEG, and 19 other societies’ digital assets (papers, videos, etc.) 
at https://search.spe.org or http://search.seg.org

Woodside Energy uses enhanced search and findability of asset-related content over 46M 
files (437TB) in the upstream organization.  Enables users to interrogate the corpus to 
quickly locate the right information to get their jobs done.

https://search.spe.org 
http://search.seg.org
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i2k LLM R&D

▪ Question answering grounded in facts
▪ Sourcing answers directly from documents

▪ Grounding with knowledge graphs

▪ Published papers, continuing research
▪ QA experiments with SPE volunteers

▪ Finetuning domain-specific LLMs

▪ LLM Redact – LLMs on docs w/ redactions

▪ LLM Trace – Framework to keep track of 
LLM-generated data within a system

▪ QuoteLLM – Extracting training text verbatim

▪ Building LLM agents
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LLM Risk
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Mitigating LLM Risk

QuoteLLM Research Project

Finetuning Domain-Specific LLMs

LLM Trace Research Project

LLM Redact Research Project
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