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Hallucination Reduction
Reduce factual errors in text 
summarization with 

● Knowledge base
● Reinforcement learning
● Post-processing 

LLM Safety
Investigate LLM vulnerability towards 
adversarial attacks

● Textual-only attacks
● Multi-modal attacks 

Watermarking for AI detection

AI Fairness
Reduce bias in Text generation:

● Detect and correct misogynistic 
language

● Policy-aware equity chatbot 

Introduction
Yue Dong - NLP and ML -  University of California, Riverside 
Creates trustworthy, safe, and fair generative AI tools that can understand, reason, and produce 
human-like texts. 
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Technical Capabilities
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Alignment with BENGAL -  Trustworthy NLP

Hallucination Reduction - Reduce factual errors in 

text summarization with: 

• Knowledge base: utilize symbolic reasoning 
and knowledge base with fact triples for 
error correction  (EMNLP 22)

• Reinforcement learning: optimize 
summarization models with multiple factual 
rewards simultaneously (EMNLP 22 & EMNLP 
23) 

• Post-processing with weakly supervised 
methods & question answering.  (ACL 22, 
EMNLP 20)

Faithful to the Document or to the World? Mitigating Hallucinations via Entity-linked Knowledge 
in Abstractive Summarization. Yue Dong, John Wieting, Pat Verga. EMNLP 2022.
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Alignment with BENGAL - Safety

Compositional adversarial attacks: 

• Safety patches on LLMs are effective 
• But only to the text modality 

We propose the compositional adversarial 
attacks that decompose malicious intent into 

2. Generic text instructions
3. + Benign-looking images that hide 

malicious triggers

The attack success rate increased from ~1% 
to ~90%.  - Cross-alignment vulnerability. 

LLM Vulnerability to adversarial attacks

Jailbreak in pieces: Compositional Adversarial Attacks on Multi-Modal Language Models. E Shayegani, Y Dong, N Abu-Ghazaleh. Submitted to ICLR 24 
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Alignment with BENGAL - LLM Vulnerability Tutorial

Accepted to the top Natural Language processing conference - ACL 2024:

● Extended from our survey paper submitted to ACM Computing Surveys (2023)
● Interdisciplinary research between NLP and security researchers
● Comprehensive literature review of over 100 LLM & Security papers

https://llm-vulnerability.github.io/
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Alignment with BENGAL 
Context-Aware and Blackbox attacks for/using vision-language 
models that can be adapted for LLMs

● Generative Adversarial Multi-Object Scene Attacks (GAMA) (NeurIPS 22)
○ State-of-the-art method for attack generation for multi-object misclassification using CLIP model

● Blackbox Attacks via Surrogate Ensemble Search (BASES) (NeurIPS 22)
○ State-of-the-art method for robust and query-efficient 

attack generation for blackbox models 

● Context-Aware Transfer Attacks for Object Detection (AAAI 22)
○ Attack generated to bypass context-consistency checks in 

object detectors

Z. Cai, C. Song, S. Krishnamurthy, A.  Roy-Chowdhury, M. Asif. Context-Aware Transfer Attacks for Object Detection. AAAI 2022. 
Z. Cai, C. Song, S. Krishnamurthy, A.  Roy-Chowdhury, M. Asif. Blackbox Attacks via Surrogate Ensemble Search. NeurIPS 2022 
A. Aich, C. Khang-Ta, A. Gupta, C. Song, S. Krishnamurthy, M. Asif, and A. Roy-Chowdhury, GAMA: Generative Adversarial Multi-Object Scene Attacks. NeurIPS 2022
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Looking for teaming opportunities: 
yue.dong@ucr.edu

Research Goal at UCR that Aligns with BENGAL :
Trustworthy, controllable, and safe generative AI tools
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