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Exploitation of LLMs

LLMs for plagiarism,  Academic integrity LLMs for social engineering, propagandas



Outline

• Detection of AI-generated text

• Robustness of LLMs against adversarial prompts
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Our Proposed Attacks

recurse i times

Input text ppi = Paraphrased text

Detected as AI text Not detected as AI text

Paraphraser

Simple paraphrasing methods:
• T5-based paraphrasing model, 222M parameters, Prithivida et al., 2021
• PEGASUS-based paraphrasing model, 568M parameters from Hugging Face tuner007

Recursive paraphrasing method:
• DIPPER paraphrasing, 11B parameters, Krishna et al. , 2023

Perplexity scores with OPT-13B to measure quality of paraphrased text
Simple and Recursive paraphrasing keep text quality preserved



Recursive Paraphrasing Breaks Watermarking

Best of ppi: detection rate (at1% 
FPR) drops from 99.3% to 4%

MTurk human study: paraphrasing 
achieves good performance both in 
content preservation and grammar 
or text quality



Recursive Paraphrasing Breaks Other Text Detectors



LLMs Can be Spoofed

Human text

Target LLM
Outputs

Adversary
learns LLM
signature

Adversary embeds 
signature on 
human text

Detected as 
AI Output

Spoofing attack can generate derogatory 
texts detected as AI-generated.

Can affect the reputation of LLM 
developers.
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Alignment of LLMs

• Large language models e.g., ChatGPT, Bard, or Claude undergo 
extensive fine-tuning to not produce harmful content in their 
responses to user questions



Alignment of LLMs

• Large language models e.g., ChatGPT, Bard, or Claude undergo 
extensive fine-tuning to not produce harmful content in their 
responses to user questions

• Such safety measures are vulnerable to adversarial prompts

Zou et al. 2023



Adversarial Prompt Attacks

• Attacks are designed based on three steps (Zou et al. ‘23):

Ø Initial affirmative responses: target model to begin its response with 
“Sure, here is (content of query)”

Ø Combined greedy and gradient-based discrete optimization

Ø Robust multi-prompt and multi-model attacks.



Threat Model

• We consider three types of adversarial prompt attacks: 
adversarial suffix, adversarial insertion and adversarial infusion

Certifying LLM Safety against Adversarial Prompting, joint work with Kumar, Agarwal, Srinivas, Lakkaraju

• We assume even if one of the 
adversarial tokens is in the 
prompt, it can break model's 
safety guards



Erase-and-Check: A provable Defense Against 
Adversarial Prompts

• Our procedure works by erasing tokens and checking with a safety 
filter. If the filter detects any sequence as harmful, the original prompt 
is flagged as harmful. 

• Adaptation of de-randomized smoothing [Levine & Feizi’20]



Empirical Results

• Our procedure can "certifiably" defend against adversarial suffixes up 
to 30 tokens long, maintaining an accuracy ~ 93% on safe prompts:



Empirical Results

• Higher time complexity against adversarial insertions:



Discussion

• Developing robust detectors against recursive paraphrasing

• Developing defenses against adversarial prompts with efficient 
sample complexity  

• Localizing/ablating sensitive knowledge in LLMs


