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e Collaborators: amazon ooMeta 2@;

Bl Recentresearch projects:

* Large language model (LLM): (%) Hugging Face
e Dataset: HC-Var [XRH2023] ® hannxu he_var

OurTeam e Data memorization [ZL.R2023]

e Adversarial attack & defense:
e Library: DeepRobust (Top-5 in Github) [LIX2021]
e Poisoning attack [HXR2023a,b,XL\W2023]

e Adversarial training: methodology [HXR2022, XLLL2021],
theory [XSG2020, XRG2020,X5G2021,X5G20223,b,c]

e Watermark: IP protection for pre-training (Diffusion-Shield)
and fine-tuning (FT-Shield) [CRX2023,CRL2023]
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Circulation revenue has increased by 5% Circulation revenue has increased by
in Finland. // Positive 5% in Finland. // Finance

Panostaja did not disclose the purchase They defeated ... in the NFC

price. // Neutral Championship Game. // Sports
Paying off the national debt will be Apple ... development of in-house
extremely painful. / Negative chips. / Tech

The company anticipated its operating The company anticipated its operating

profit to improve. //

* Properties of LLM: prft 0 mprove.
* Empirical & theoretical.

Understand how LLM works.

#Embeding: 64, #Head: 8
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Our Recent Research Project : =L ror
= 6.2
Memorization of LLM in fine-tuning 5 5| W 5o, .
Existing literature: LLM can reproduce pre-training data. = | B
Our observation: OSummarization Sentiment
LLM memorizes data in the fine-tuning stage. _
Memorization level depends on the task-specific 8200 e
features. o t2es == lgea
S ) igh-Para
Attention score can help quantify the vulnerability of e 1301 = Low-Para
memorization, and multi-task learning alleviates 2 100,
memorization. =
Theory: the level of memorization can be connected § 50
to (1) the number of features, (2) sparsity of features.
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o= Highlights

e Our projects are backboned by both theoretical guarantees

OurTeam and strong empirical improvements.

MSU Trustworthy * We have strong expertise in attack & defense, and we are
the first batch to study theories in LLM & ICL.

AlG rOUP e Qur team has contributed a lot to the open-source

community with data sets and tools.

-~ Hugging Face
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