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HyperLogic®

HyperGrader®

New-Millennium Logic-based Computing & Artificial Intelligence

Hyperlog®

HyperSlate®

    

... is a verb: to live & work logically, in collaboration with logical AIs.



HyperLogic® Platform
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Statistics (pre-patents)

Total Users

~2200

Total Proofs/Arguments

~70,000

Total AI Gen. Problems

~20,000

Total Human Gen. Problems

~100

Total Training Cohorts

~10



GPT-4 Can’t Reason (Validly)

Now thousands of scandalous (given eg hyperbole from 
some companies) confirming examples; see eg also S 
Bringsjord presentations @ multiple conferences world-wide.

All totally predictable, given a host of hard-won 
theorems, and the longstanding (1/2 century) 
knowledge that deep reasoning is entirely inscrutable 
from the perspective of artificial neural networks.





𝜎𝜎:“My best friend’s floozerbak makes a bejeeker that’s better than anyone 
else’s— I think because it uses some secret ingredient beyond lazerall and sinifer.”

https://arxiv.org/abs/2207.09238

To represent 𝜎𝜎 we need to tokenize it.  How?  We need a vocabulary 𝑉𝑉 that 
is associated with [𝑁𝑁𝑉𝑉], a finite set of numbers {1,2, … ,𝑁𝑁𝑉𝑉}.  What is 𝑉𝑉 
itself?  It’s a set composed of sub-words, usually.  But without loss of 
mathematical generality we can just go with words; in that case tokenization 
gives us

bos_token, My, best, friend’s, floozerbak, makes, a, bejeeker, that’s, better, than, anyone, …, 
sinifer, eos_token

which we can then express as a vector composed of the indices; so where 
𝑛𝑛𝑖𝑖 ∈ ℤ+ we have e.g.

[𝑛𝑛1,𝑛𝑛2, … ,𝑛𝑛𝑘𝑘]. 

…∃𝑥𝑥[𝐹𝐹(𝑥𝑥, 𝐼𝐼) ∧ ∀𝑦𝑦((𝐹𝐹(𝑦𝑦), 𝐼𝐼 ∧ 𝑦𝑦 ≠ 𝑥𝑥)
→ 𝐵𝐵𝐹𝐹(𝑥𝑥, 𝐼𝐼,𝑦𝑦)) ∧ ∃𝑧𝑧(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑧𝑧𝑀𝑀𝑓𝑓𝑓𝑓𝑀𝑀𝑀𝑀−𝑓𝑓𝑓𝑓(𝑥𝑥), 𝑧𝑧) …

GPT-4:  Are there two bejeekers made by two different agents, and believed by the 
speaker to be singularly good, for reasons beyond their having in them either lazerall or 
sinifer? 

https://arxiv.org/abs/2207.09238


Problem 1, At Hand …



Problem 1, At Hand …
LLMs of today can’t reason validly.

Intelligence analysis requires valid reasoning.

LLMs of today can’t be good intelligence 
analysts, and — more importantly  — 
are dangerous assistants to human 
intelligence analysts.

∴



Solution:  Dynamically correct or 
reject LLM reasoning when analyst 

working in hybrid-AI mode.



A Simple Example, 
Rectified



Region XPort A

Port B



Machine M

Part M1 Part M2



Region X
Port A

Port B

There shouldn’t be any machine M in region X



Region X

Port A

Port B

Month 4

Month 6



Is there M in Region X?



User: 

Let’s ask an LLM.



Lets ask an LLM.



Correctly Solved in 
HyperSlate



Under the Hood



Correctly Solved in HyperSlate



Correctly Solved in HyperSlate



Problem 2, At Hand …



Problem 2, At Hand …
Our adversaries can use LLMs of today to 
sophistically deceive us into believing P, by 
producing persuasive but invalid reasoning for 
P. †

† See M. Clark’s The Lying Machine; more recently, see Bringsjord & Govindarajulu & Clark (forthcoming) 
“Argument-based Inductive Logics, With Coverage of Compromised Perception” Frontiers of Artificial 
Intelligence

Patented Solution:  Dynamically detect; and 
generate sophistic reasoning to foresee 
sophistic deception, prevent it from arising, 
or detect and destroy it if and when it arises. 
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