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Our team
Participant Capabilities

Mark Dredze, Associate Professor
Johns Hopkins University

Large language models, explainable AI, information extraction, 
multilingual models

Ben Van Durme, Associate Professor
Johns Hopkins University

Controllable text generation, Human evaluation of text generation, 
Information Extraction, Natural Language Understanding

Anqi Liu, Assistant Professor
Johns Hopkins University

Domain generalization/adaptation, uncertainty estimation, active 
learning, fair machine learning

Jordan Boyd-Graber, Associate Professor
University of Maryland

Evaluation of topic model interpretability, unsupervised machine 
learning, interactive modeling, interfaces for machine learning 
feedback

Mahsa Yarmohammadi, Asst. Research Scientist
Johns Hopkins University

Topic classification, data annotation, Information Extraction and 
Retrieval, system integration

João Sedoc, Assistant Professor
New York University

Evaluation of natural language generation systems, evaluation 
methodology, personality, empathy and emotion prediction



Our Team’s 
Accomplishments

• Text generation
• Uncertainty Calibration and Bias Mitigation 
• Human-in-the-loop generation of adversarial examples

Examples of salient prior work

• Chatbot evaluation
• Efficient Annotation of Scalar Labels (EASL)
• Human-centric measure for evaluating topic models

Examples of evaluation

• Proxy models for faithful and plausible explanations
• Empirical study of explanations and feedback in interactive ML 

Examples of Explainable AI



Text Generation
• Paraphrasing: differing textual realizations of the same meaning

• ParaPhrase DataBase (PPDB). Pre-neural dominant artifact for enabling automatic 
paraphrasing.

• over 100 million automatically constructed paraphrases
• ParaBank. More recent line of work on building resources and systems for 

automatic paraphrastic text rewriting.
• large-scale English paraphrase dataset containing 79.5 million references

• Beyond paraphrasing
• CausalBank. 314 million pairs of cause-effect statements scraped

from the Common Crawl corpus using causal lexical patterns.

• InFillmore. Take an existing text and add sentences at any 
position of the input, guided by human constraints.



Uncertainty Calibration and Bias Mitigation 
under Distribution Shift
● A distributionally robust learning framework for 

dealing with domain shift, which generates more 
calibrated uncertainty estimates and interpretable 
density ratios.

● Fair classification with regard to protected attributes 
(race, gender, age, etc.) when there is a distribution 
shift, achieving both lower error and group fairness 
metrics.

Wang, Haoxuan, et al. "Deep Distributionally Robust Learning for Calibrated Uncertainties 
under Domain Shift." arXiv preprint arXiv:2010.05784 (2020).
Rezaei, Ashkan, Anqi Liu, Omid Memarrast, and Brian D. Ziebart. "Robust Fairness Under 
Covariate Shift." In Proceedings of the AAAI Conference on Artificial Intelligence, vol. 35, 
no. 11, pp. 9419-9427. 2021.
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ChatEval

• We created a framework for the systematic evaluation of 
conversational agents.

• We have released a dozen datasets and run two shared tasks:
• Dialogue Breakdown Detection Challenge
• Dialog System Technology Challenge Track 5 on dialogue system 

evaluation.

• ChatEval has grown beyond just evaluating systems pairwise
and we can now also assess pointwise scales between systems.

João Sedoc, Daphne Ippolito, Arun Kirubarajan, Jai Thirani, Lyle Ungar, and Chris Callison-Burch. 
2019. ChatEval: A Tool for Chatbot Evaluation. In Proceedings of NAACL (Demonstrations).



• Developed a proxy mode to mimic the behavior of AI system
• Model provides fine-grained control between:

• Faithful explanation: true to model’s decision making
• Plausible: makes sense to domain experts

• Explanations are both locally meaningful and globally consistent
• Compared to popular interpretable AI

methods on RNN task:
very fast, achieves global coherence

Proxy Models for Faithful and Plausible 
Explanations

Wood-Doughty, Z., Cachola, I. and Dredze, M., 2021. Faithful and Plausible Explanations of 
Medical Code Predictions. arXiv preprint arXiv:2104.07894.
Zach Wood-Doughty, Isabel Cachola, Mark Dredze. Proxy Model Explanations for Time Series 
RNNs. IEEE International Conference on Machine Learning and Applications (ICMLA), 2021.
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