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Motivation

• Scientific news is an important medium to disseminate scientific 
knowledge to the general public. 
• However, scientific news, such as posts on social media, does not

consistently cite or faithfully present facts in the source, which is
usually scientific papers.
• Research Question: how to automatically find evidence from

scientific papers given scientific news?
• Research Impacts: verifying scientific facts and democratizing

scientific knowledge to any news readers from scientists to
government officers to the general public citizens.



Examples
true news

fake news

supporting evidence paper
refuting evidence paper



Research Challenges

1. Different from news articles, research papers are written for domain 
scientists and are written in a different style, what do we use to link 
these two types of media? 
• Domain knowledge entity (DKE) (Wu et al. 2020 JCDL)

2. There are hundreds of millions of research papers published, how do we 
narrow down the search space to find the closely relevant papers given a 
news article? 
• A two-step retrieval system
• Step 1: shallow features with high recall; Step 2: deep features with high precision 

3. What is the best way to represent the text when matching the content of 
a news article against research papers? 
• TF-IDF vs. Language Models 
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Datasets
• Domain knowledge entity (DKE) extraction: 

• SemEval 2017 Task 10 dataset (Augenstein et al. 2017)
• OA-STM dataset (Brack et al. 2020)

• 2-stage retrieval model (Candidate paper retrieval + reranking): 
• An in-house dataset consisting of 100 manually curated (news,paper) pairs 

from ScienceAlert

News (full text) Paper (metadata + abstract) 

Lyme bacteria survive 28-day course of antibiotics months 
after infection (2017) 

Embers et al. Cell (2017): Variable manifestations, diverse seroreactivity
and post-treatment persistence in non-human primates exposed 
to Borrelia burgdorferi by tick feeding

There's Another Link Between Our Gut And The Brain That 
Could Help Avoid Dementia (2018) 

Faraco et al. Nature (2018): Dietary salt promotes neurovascular and 
cognitive dysfunction through a gut-initiated TH17 response

Mind-Melting Study Says Our Universe Is an Expanding 
Bubble in Another Dimension (2019) 

Souvik Banerjee et al. Physical Review Letters (2019): Emergent de Sitter 
Cosmology from Decaying Anti–de Sitter Space

Example data: 

Hoque et al. (2022 arXiv:2205.00126)



Evaluation 
The transformer model was almost perfect for domain 
knowledge entity extraction.

• DKEs are more effective than keyphrases and named entities to link 
scientific news to scientific papers

• TFIDF is more effective than language models to represent text when 
matching scientific news against scientific papers 

• The 2-stage system identifies relevant scientific papers within a 
reasonable time. 

Beat the 
next best 
baseline by 
11-26% for 
P@K.

Hoque et al. (2022, arXiv: 2205.00126) 



Future Research 

• Identify stances (including mixed stances) of evidence papers given  
scientific news
• Identify fine-granular evidence statements from evidence papers 
• Automatically generate natural language justifications that summarize

multiple evidence papers
• Investigate how to leverage humans with general knowledge instead 

of domain experts to identify trustfulness of and debunk fake 
scientific news



What Can We Contribute to REASON

• We can contribute to TA1 on Identify Additional Evidence from 
scientific papers. 
• The LAMP-SYS Lab at ODU is specialized at natural language 

processing, natural language understanding, and information retrieval 
on Scholarly Big Data. 
• Dr. Wu co-directs the CiteSeerX project, and he is familiar with how to 

build accessible, usable, scalable, and sustainable systems (Wu et al. 
2021 BigData).
• We showcased a system that achieved promising results on 

identifying evidence papers given scientific news articles. 
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