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LCC Background

“Boutique” provider of next-generation natural 
language processing software solutions for 
Government and commercial customers

• Founded 1995

• Based in Richardson, Texas

• Over 50 peer reviewed publications

• ARDA Aquaint, IARPA SCIL, IARPA Metaphor, 
DARPA Causal Exploration, DARPA CCU
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Technical Capabilities
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Semantic Analysis and Knowledge Base Creation

 Named Entity Recognition
 People, Organizations, 

and Products

 Event Recognition

 Geocoding

 Knowledgebase 
Linking

 Time-stamping Concept Recognition

 Modality

 Knowledge 
Organization

 Problem Identification

 Geospatial
 Temporal

 Plan Recognition
 Entailment

Textual Inference

 Problem Identification

 Event Tracking
 Product Tracking

 Update Summarization
 Dossier Generation

Summarization



Technical Capabilities
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Personal Analytics
 User Segmentation
 Cognitive State 
 Personality

 Goals 
 Intentions
 Actions

Personal Interactions Analytics
 Social Actions
 Reputation
 Interaction Patterns

 Influence
 Sentiment

Group Analytics
 Social Roles
 Social Capital
 Group Leadership

 Group Cohesion
 Group Success
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Learning Procedures 

5Mohler, M., Monahan, S., & Tomlinson, M. (2020). Modeling Procedural State Changes 
over Time with Probabilistic Soft Logic. In 33rd FLAIRS. - Supported by ONR*

Objective  

To what extent can procedural knowledge be derived from texts, 
enhanced with world knowledge, and presented to planners, 

decision makers, and task performers in a way that reduces their 
cognitive load?

Key Technologies

• We employ Probabilistic Soft Logic (PSL) for applying 

and leveraging common-sense knowledge over event 

sequences.

• Logical consistency constraints + succinct 

representations of commonsense knowledge



Extraction of Causal Information From Text 
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Text Graph Encoding syntactic, semantic,
discourse and temporal information

Syntactic Patterns of Causation

Semantic Patterns of Causation

Discourse Patterns of Causation

Temporal Patterns of Causation CiceroCustom™

Cause Text Effect Text

Cause Embeddings Effect Embeddings

Convolutional Layer Convolutional Layer

Max Pooling     Max Pooling     

Softplus

Cosine Similarity 

Specific Causal Relation

yes

no

Predicate Abstraction TREE

Extractor 1

Path-Based
Generalization of
Actors/ Events/ 
Conditions

Extractor 2

Deep Averaging Network       

Abstract Causal Relation

Knowledge Embeddings

Predicate
Embeddings

*Supported as part of DARPA Causal Exploration

Objective  

Identify Causal relations from reports, news articles, and other 
information sources

Key Technologies

• Custom Trained transformer networks for knowledge 

embeddings

• Domain-tuned hierarchical abstraction mechanisms for 

embedding spaces
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